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Abstract

Web documents clustering becomes an essential technol-
ogy with the popularity of the Internet. The main goal of
the document clustering is to minimize the distance within
the same group while maximizing the distance between dif-
ferent groups. Since the dimension is very large in docu-
ment clustering, particle swarm optimization (PSO) algo-
rithms have been used to find optimal clustering. However,
particle swarm optimization algorithms generally require a
lot of iterations or sometimes fails to converge global mini-
mum in case of the original corpus is extremely skewed. In
this paper, we are proposing a role based particle swarm
optimization (RoleBasedPSO) algorithm which assigns dif-
ferent roles to different groups of particles. Experimental
results show that RoleBasedPSO shows 5% better perfor-
mance in terms of accuracy and requires less number of
iterations to converge to global minimum.

Keywords: particle swarm optimization, data mining, document
clustering, entity resolution

1 Introduction

Document clustering is a fundamental operation used in
unsupervised document organization, automatic topic ex-
traction, and information retrieval. Especially, document
clustering is getting popular with the advent of Internet
web documents. The main goal of document clustering
is to minimize the distance within the same group (com-
pactness) while maximizing the distance between different
groups (betweenness) as shown in Figure 1 [1]. Assume we
haveN documents, d1, . . . , dN , and k clusters, C1, . . . , Ck,
in the corpus. Then, document clustering is defined as an
optimization problem with an objective function which is
defined as

min

∑N
k=1

∑
di∈Ck

(di −mk)
2/|Ck|∑

i,j∈C (mi −mj)2
(1)

where |Ck| is the number of documents in cluster Ck, and
mi is the centroid for cluster Ci [2, 3, 4]. Intuitively, the
equation is to find minimum value of the ratio between in-
tra cluster distance and inter cluster distance. A set of clus-
ter which compacts within the same cluster and spreads be-
tween the different clusters minimizes the equation.

On the other hand, particle swarm optimizations, in-
spired by bird flocks, fish schools and swarms of insects,
have been used to solve an optimization problem with large
dimensional space [5, 6, 7, 8]. A PSO algorithm generally
has three major phases: evaluation, comparison and imita-
tion. Each particle evaluates itself using a fitness function,
and then compares with the values of other particles. Fi-
nally, each particle imitates itself to reach the best result
particle. At each iteration, swarm of particles are flying
through the parameter space and searching for optimum fit-
ness function value. Each particle is characterized by posi-
tion vector x(t) and velocity vector v(t). Each particle has
individual knowledge of pbesti which is its own best-so-far
position and social knowledge gbest which is the pbest of
its best neighbor. At each time step, the velocity and posi-
tion are updated as

vi(t+ 1) = wvi(t)
+ αU(0, ψ1)(pbesti − xi(t))
+ βU(0, ψ2)(gbest− xi(t))

xi(t+ 1) = xi(t) + vi(t+ 1)

(2)

where w is an inertia weight, α and β are weight factors for
local and global search, respectively. With a large inertia
weight, algorithm explores for global optimal but it could
fluctuate than converge. On the other hand with a small
inertia weight, algorithm might converge on a local minimal
rather than a global optimum value.

Sometimes, particle swarm optimization algorithms con-
verge on local minimum since all the particles search within
local area. To overcome this problem, in this paper, we
are proposing a role based particle swarm optimization al-
gorithm (RoleBasedPSO). In a role based particle swarm
optimization algorithm, we divide the particles into three
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Figure 1. Document Clustering: Compact
ness and Betweenness: Goal is to minimize
betweenness and maximize compactness.

different groups and each group of particles has a different
role. One group of particles are responsible to search the
global space with a relatively large inertia weight, the sec-
ond group of particles stabilizes algorithm to converge with
a relatively smaller inertia weight. The third group of parti-
cles change the inertia weight value linearly as in assump-
tion that particles are reaching to global minimum with the
number of iterations. We conjecture that dividing particle
groups into roles prevents the algorithm converges on local
minimum.

This paper consists of the followings. Section 2 de-
scribes about a role based particle swarm optimization algo-
rithm. Experimental results on web documents are follow-
ing in Section 3. Section 4 describes about related works.
Concluding remarks and future plans are described in Sec-
tion 5.

2 Role Based Particle Swarm Optimization

In traditional particle swarm optimization algorithm, ev-
ery particle moves to the current global best position with
the same speed as in Equation 2 (i.e. all particles imitate the
same global best particle. However, this could lead to local
minimum rather than searching for global minimum value.
To prevent the algorithm converges to local minimum, we
are using different schemes to update the velocity of each
particle. We divided the particles into several groups and
each group of particles are using different formula to up-
date the position. We call this a role based particle swarm
optimization (RoleBasedPSO) algorithm. Figure 2 shows a
role based particle swarm optimization algorithm with three
different groups. One group of particles are searching for
a global minimum value by using a bigger inertia weight
value w. The second group of particles are using a linearly
decreasing inertia weight value as does in a traditional par-
ticle swarm optimization algorithm. The third group of par-
ticles are using a smaller inertia weight value to thoroughly
search local area.

Group 1Group 1

Group 3

Group 2

Figure 2. RoleBased PSO: Different groups
explore different domain spaces. Group 1 ex
plores locally, group 2 explore the mid range
and group 3 search globally.

1: RoleBasedPSO()
2: % pbestValue indicates local best fitness value
3: % pbest indicates local best particle
4: % gbestValue indicates global best fitness value
5: % gbest indicates global best particle
6: Initialize the particles, p, as centroid from solution space
7: while max iteration is not reached or not converged do
8: for each particle pi do
9: Compute the fitness function, f(pi)

10: if f(pi) is smaller than the pbestV aluei, local best then
11: Change the local best fitness value, pbestV aluei with

f(pi)
12: Change the local best solution, pbesti with pi
13: else
14: Use a proper equation to update the position based on

the role of each particle, pi

wgroup1 = 0.72
wgroup2 = w − (iter − 1) ∗ 0.01 ∗ w
wgroup3 = 0.72/exp((iter − 1)/maxit)

(3)
15: Change the position

vi(t+ 1) = wvi(t)
+ αU(0, 1)(pbesti − xi(t))
+ βU(0, 1)(gbest− xi(t))

xi(t+ 1) = xi(t) + vi(t+ 1)

(4)

16: end if
17: end for
18: Find the global best fitness value among pbestV alue and

set the value as gbestV alue and the particle as gbest
19: end while

Figure 3. Role Based Particle Swarm Opti
mization Algorithm: Three different groups
of particles search different areas of domain.
Each groups play different roles to find global
minimum.
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Therefore, Equation 2 is modified as

vi(t+ 1) = w∗vi(t)
+ αU(0, ψ1)(pbesti − xi(t))
+ βU(0, ψ2)(gbest− xi(t))

xi(t+ 1) = xi(t) + vi(t+ 1)

(5)

where w∗ depends on particle groups. For particles of a
group which search globally, the weight(w∗) is a fixed value
(e.g. 0.72). For particles of a group which search locally,
the weight (w∗) linearly decreases according to an iteration
(e.g. decreasing 1% per iteration with w − (iter − 1) ∗
0.01 ∗ w). For the last group, weight (w∗) changes expo-
nentially (e.g. as in 0.72/exp((iter − 1)/maxit)). The
details of the algorithm is shown in Figure 3. Considering
each group of particles are searching for different areas of
domain, we conjecture that the algorithm avoids local min-
imum and could reach a global minimum value.

3 Experiment Results

Data Sets: To show the performance of RoleBasedPSO
algorithm, we choose web document name data set: Bekker-
man [9] name data set, Wikipedia [10] and ECDL person
name [10] as shown in Table 1. Bekkerman name data
set are the results of google search top 100 pages, and
Wikipedia and ECDL is the results of Y ahoo search top 100
pages. Some name data set for Wikipedia and ECDL allows
multiple memberships (i.e. one document may belong to
multiple clusters). However, we manually assigned to only
one cluster to simplify the problem.

Web document name data set are extremely skewed in
terms of cluster size and number of clusters as shown in
Figure 4. Furthermore, one or two document members in
the corpus dominate the data sets. For example, Cheyer and
Kaebling from Bekkerman name data set has two cluster
categories. All documents belong to the first category ex-
cept one document which belongs to the second category.
Therefore, conventional Kmeans algorithm has a difficulty
to find a proper cluster since the algorithm relies on ran-
dom initial points [11]. Contrarily, a PSO algorithm is rel-
atively efficient in large dimensional space and relatively
stable than relying on randomly choosen centroids.

Creating Document-Document Graph G: To create a
terminology document matrix A, we used TMG [12] soft-
ware package with spamming, and dropped common words
using dictionary, and then applied normalization. Each Aij

element indicates the term frequency (TF) multiplied by in-
verse document frequency (IDF) of terminology ti in the
document dj as in Aij = TFij ∗ IDFij . Then, we gen-
erate document-document matrix G by multiplying docu-
ment term matrix AT with term document matrix A as in
G = AT × A. The G(i, j) element in the matrix indicates
the similarity value of two documents di and dj . In other

Name Pages Classes
Bekkerman Adam Cheyer 97 2

William Cohen 88 10
Steve Hardt 81 6
David Israel 92 19

Leslie Pack Kaebling 89 2
Bill Mark 94 8

Andrew McCallum 94 16
Tom Mitchell 92 37

David Mulford 94 13
Andrew Ng 87 31

Fernando Pereira 88 19
Lynn Voss 89 26

ECDL Allan Hanbury 68 2
Andrew Powell 52 19
Anita Coleman 72 9

Christine Borgman 89 9
Donna Harman 94 7

Edward Fox 64 16
Gregory Crane 83 4

Jane Hunter 41 15
Paul Clough 65 14

Wikipedia John Jennedy 94 27
George Clinton 94 27

Paul Collins 94 37
Michael Howard 92 32

Tony Abbott 91 7
David Lodge 91 11

Alexander Macomb 86 21

Table 1. Name Data Set Statistics: Each name
has different number of documents and differ
ent number of categories which makes clus
tering to be more challenging.

words, Gij element holds sum of multiplications of dik and
djk values for each terminology tk as in

G = AT ×A(i, j) =
∑

k∈{Term}

dik × djk (6)

where {Term} is a set of terminology. Intuitively, if two
document di and dj have a lot of common terminology, then
the similarity value of two documents is large.

After we generate a document-document matrix G, we
applied a PSO algorithm to cluster documents. We used
0.72 for the starting inertia weight value, and 1.49 for α and
β in the algorithm according to [13, 14, 15] with a fitness
function as in∑N

k=1

∑
xi∈Ck

(xi −mk)
2/|Ck|∑

i,j∈C (mi −mj)2
(7)

where mk is a centroid for cluster Ck, and |Ck| is the num-
ber of members in clusterCk. At each iteration, we evaluate
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Figure 4. Statistics of Problem Set: Each color represents different clusters and height shows the
number of documents. Name data sets are extremely skewed and one or two classes dominate the
whole document set.

the fitness function value of 15 particles and compare the
value with the local best value. After all the particles find
local best value, we choose the global best value among lo-
cal best values. Then, all the particles move to the directions
of weighted combination of local and global best value. We
repeated this process up to 30 iterations.

Metric: We used accuracy and fitness function value
to measure the performance. The accuracy is defined as the
percentage of correctly clustered documents as in

ACi =
CorrectlyPredicti

Predicti
(8)

where Predicti is the number of documents which are clas-
sified as cluster Ci and CorrectlyPredicti is the number
of documents which are belongs to manually generated so-
lution set cluster Ci. Then, the fitness function value is a
normalized ratio between the compactness and betweenness
as in Equation 7.

Table 2 shows the performance results for Role Based
Particle Swarm Optimization (RoleBasedPSO) algorithms
in terms of accuracy and fitness function value, f(x) at
the end of 30 iterations. RoleBasedPSO algorithm shows
slightly better performance and approaches faster to global
fitness value than traditional PSO algorithm. Figure 5 shows
the average accuracy for three different name data set. Role-
BasedPSO shows 2.5% improvement for Bekkerman, 3%

for ECDL and 5% for Wikipedia name data set in terms
of accuracy. Considering thatBekkerman name data set is
more regularized than other data set, the small improvement
is not surprising. RoleBasedPSO performs better when
the documents data are more complicated to cluster. Bot-
tom graph shows the accumulated fitness function value for
three different name data sets after 30 iterations. The graph
shows that RoleBasedPSO reaches to a global minimum
faster than traditional PSO by 5% in terms of normalized
fitness value.

4 Related Works

Cui et. el. showed the effectiveness of particle swarm
optimization algorithm in document clustering in their pa-
per [16]. Furthermore, the authors showed some improve-
ment by combining the particle swarm optimization with
k-means algorithm in [17]. Ghali et. el. proposed an algo-
rithm to change the inertia weight by linear algorithm [18]
and by exponential algorithm [19]. The exponential algo-
rithm showed a lower error and failure rate than the lin-
early reducing particle swarm optimization algorithm but
it shows slow convergence. Shi et. el. suggested an opti-
mal parameter selections in particle swarm optimization in
[13, 14] which was used in our experiments.
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TraditionalPSO RoleBasedPSO
AC f(x) AC f(x)

Adam Cheyer .99 2.75 .99 2.74
William Cohen .91 1.39 .93 1.59

Steve Hardt .80 2.66 .90 1.74
David Israel .70 1.87 .76 1.73

Leslie Pack Kaebling .99 1.55 .99 1.56
Bill Mark .84 1.96 .88 1.81

Andrew McCallum .89 1.34 .87 1.48
Tom Mitchell .83 1.42 .80 1.37

David Mulford .81 1.63 .80 1.69
Andrew Ng .81 1.26 .84 1.23

Fernando Pereira .78 1.55 .82 1.45
Lynn Voss .85 1.37 .88 1.38

Allan Hanbury 1.0 3.08 1.0 2.92
Andrew Powell .82 1.36 .79 1.41
Anita Coleman .95 1.24 .95 1.21

Christine Borgman .98 1.55 .98 1.32
Donna Harman .74 2.50 .88 2.64

Edward Fox .74 2.05 .80 1.43
Gregory Crane .76 1.41 .76 1.32

Jane Hunter .93 1.16 .96 1.18
Paul Clough .77 1.59 .86 1.52

John Kennedy .78 1.33 .82 1.27
George Clinton .71 1.47 .76 1.42

Paul Collins .76 1.29 .81 1.33
Michael Howard .81 1.38 .80 1.38

Tony Abbott .66 3.31 .77 2.76
David Lodge .74 1.79 .77 1.83

Alexander Macomb .77 1.49 .84 1.52

Table 2. Experimental Performance results.
RoleBasedPSO shows better performance
and reaches to global minimum faster than
PSO. AC represents accuracy and f(x) shows
fitness function value at the end of iterations.

To distinguish web appearances of people in a social net-
work, Bekkerman et. al. proposed two algorithms [20]. One
is based on link structure of web pages and another algo-
rithm is using multi-way distributional clustering method.
Their algorithms show improvement in terms of Fmeasure
Fmeasure is defined as the product of precision and recall.
Minkov et. al. used lazy graph walk algorithm to disam-
biguate names in email documents in [21]. They provided
a framework for email data, where content, social networks
and a timeline to integrated in a structured graph. Baner-
jee et. al. proposed multi-way clustering on relation graphs
in [22]. Different types of entities are simultaneously clus-
tered based not only on their intrinsic attribute values, but
also on multiple relations between entities. On and Lee used
multi-level graph partitioning methods to provide a scalable
name disambiguation solution in their paper [23].

In authors awareness, this is the first paper to provide a
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Figure 5. Performance Summary: Top graph
shows the average accuracy for three differ
ent name data sets; RoleBasedPSO shows
2.5% improvement for Bekkerman, 3% for ECDL
and 5% for Wikipedia name data set. Bot
tom graph shows the accumulated fitness
function value for all 28 name data sets;
RoleBasedPSO algorithm shows 5% improve
ment.

role based particle swarm optimization algorithm in solving
a name data web document clustering problem. In addition,
we analyzed the web document characteristics for name en-
tities which are extremely skewed in the aspects of the num-
ber of clusters and size of a cluster. Our experiment results
show some promising results by assigning different roles to
each particle.

5 Concluding Remarks

In this paper, we proposed a role based particle swarm
optimization algorithm (RoleBasedPSO) which divides the
particles into different groups and assigns different roles to
each group. One group is responsible to search a global
space, another group is searching for a local space, and
the last group stabilizes convergence. Based on our ex-
perimental results with three different name data sets (i.e.
Bekkerman, ECDL, Wikipedia, role based particle swarm
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optimization (RoleBasedPSO) algorithm shows 5% better
performance in terms of accuracy with Wikipedia name data
set. In addition, it requires less number of iterations to reach
a global minimum.

In the current RoleBasedPSO, we are using a supervised
learning algorithm. However, in the real applications, unsu-
pervised learning algorithm is more suitable. We are plan-
ning to modify the current role based particle swarm opti-
mization algorithm to an unsupervised algorithm by com-
bining similarity propagation [24] which is known as a un-
supervised clustering algorithm.
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